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1   Introduction 
1. Background and Objectives 
The National Oceanic and Atmospheric Administration’s (NOAA) Integrated Ocean Observing System (IOOS) Program Office has been charged with developing a Data Integration Framework (DIF) for NOAA’s Integrated Ocean Observing System.   

The NOAA IOOS DIF project was proposed because currently there are no commonly accepted and applied standards for data format and transport to facilitate the ability to assemble data from diverse sources and meet the geographic coverage, vertical and horizontal resolution, measurement accuracy, timeliness requirements, and data processing needs of multiple NOAA ocean models, assessments or product owners.  

This DIF is envisioned to address gaps in data management services that serve selected NOAA ocean models, assessments or products such that improvements in model outputs, assessments or products, and/or efficiencies in time and costs can be achieved and measured.   

The project premise is that data integration and improved access to and management of mission-critical ocean-related data will increase the value and effectiveness of these data in supporting decision making tools/models, and will provide standards, best practices and other protocols of use to other IOOS partners.  The DIF will not define how data providers’ data holdings should be managed, but rather will define interfaces and specifications for how data should be delivered.  The input parameters and customer models that have been selected are anticipated to provide a robust test of the potential of integrated data to improve model products and assessments within NOAA.  

Specifically, the objectives of the DIF are to: 

1. Validate the premise that integrated data and improved access to the data has value that can be measured.    This premise will be tested using 5 IOOS core ocean variables, from NOAA and non-NOAA sources, and 4 specific NOAA decision support tools/models. 

2. Utilizing the principles of IOOS DMAC, develop a methodology to improve upon existing ocean data integration efforts that will facilitate flexibility and extensibility to other variables, systems and decision support tools. 

3. Achieve improved integration of and access to select data sets by identifying, adopting, and adapting community-developed standards for data content, metadata, quality control, and transport and deploying these standards at selected data sources serving the 4 decision support tools. 

4. Maintain the DIF for a minimum period of three years, from project inception, to allow for adequate performance monitoring and assessment. 

5. Provide a set of lessons learned, draft standards, and other outputs that will allow the longer-term strategic ocean data integration efforts to leverage the DIF experience to the benefit of NOAA and the Nation. 

To design, build and implement the DIF, the NOAA IOOS Program will utilize a combination of existing capacity and expertise resident in NOAA and contract resources.  Project teams and affiliated working groups composed of cross Line Office and Goal Team representatives will design, carry out, or direct the technical work and building of DIF components, and will be involved in the testing and evaluation of the DIF.  Specific DIF components to be built include pilot implementations at specific data provider and customer locations and reference implementations that can be distributed as software “toolkits” to facilitate expansion of participation in the DIF beyond the initial data provider and customer groups.    

2. Purpose 
The purpose of this document is to provide minimum system requirements and installation instructions to users who wish to install the IOOS DIF SOS server with a sql database and web display template files.  These recommendations and instructions apply to installing a SOS server and back end database similar to the server and database installed at the National Data Buoy Center.
The audience for this document includes potential data providers and the various DIF project teams involved in the design and implementation of the DIF components.    

It is expected that this document will be updated periodically through the design and implementation as additional lessons learned are discovered. 

3. Document Organization 
  The document is organized by: 

• Systems Requirements 

• Database Description and Installation 

• Template Web Pages Description and Installation 

4. System Requirements
This is the minimum recommended requirements to install and host the NDBC IOOS SOS database and website.

· Hardware Requirements:

· Software Requirements:


Red Hat Enterprise Linux, Version 5


Apache 2.x


PHP 5 with DOM & MySQL support


MySQL, version 5.x 

5. Sensor Observation Service Database (NDBC Version)
5.1. General Description

The NDBC IOOS SOS database is designed to facilitate the delivery of the Sensor Observation Service (SOS) response from the NDBC IOOS SOS server (see Figure 1).  Central to this database design, is the ‘sensor’ table.  The sensor table ties the observation data to the sensors, sensor metadata, and to the platforms, referred to as stations on the SOS response.  Two important features of this database are the ‘observationSummary’ table and the use of spatial keys.  The ‘observationSummary’ table implements the ‘Get Capabilities” SOS response.  The Latitude and Longitude of each platform (station) is stored as spatial keys.  This facilitates the ‘Get Collections” SOS response, which includes a Latitude & Longitude bounding box.  Once the database is installed, provider data will require migration into the database.  Migration of data is outside the scope of this document.  Additionally it is assumed that the person installing the database is knowledgeable in sql and Linux commands.
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5.2. Database Installation Instructions
Before beginning these instructions, download the NDBC IOOS Database Definition and SOS Source Code from the NDBC SOS website: http://sdf.ndbc.noaa.gov/sos/software/.  From the Linux terminal command line, uncompress it using the gunzip utility: ‘gunzip sos.sql.gz’.  This will uncompress the file to ‘sos.sql’.  Begin the following instructions in the directory which contains the ‘sos.sql’ file.
Login as MySQL root:



mysql -u root -p mysql


Create empty SOS database:



create database sos;


Create two user accounts (update account, web read-only account):



create user 'sosadmin'@'localhost' identified by 'password';



create user 'sosweb'@'localhost' identified by 'password';


Import SOS schema & data:



use sos;



\. sos.sql


Grant permissions on user accounts:



grant all on sos.* to 'sosadmin'@'localhost';



grant select on sos.* to 'sosweb'@'localhost';


Test user accounts:



exit;



mysql -u sosadmin -p sos



show tables;



[select data from various tables]



exit;



mysql -u sosweb -p sos



show tables;



[select data from various tables]



exit;


SOS database installation complete

5.3. Database Version 1.1 to 1.2 Upgrade Instructions
In version 1.2, the database has been modified to accommodate water temperature and salinity data from gliders.  When the station is a glider, the location data (a trajectory) are stored in the new location table (one entry per platform ID/date-time) and the location column in the platform table is set to null.  A ’Glider’ type has been added to the platformType table and it is important that all gliders be identified by this type as the SOS script depends on it.

To upgrade your database from version 1.1 to 1.2, run the db_v11_to_v12.sql script from within mysql.  This script may be retrieved from http://sdf.ndbc.noaa.gov/sos/software/.  Review the script for any negative impact before running on your production database.  If you built your database from scratch per section 5.2 of this document, then you may skip this upgrade section.
6. SOS Server
Before beginning these instructions, download the NDBC IOOS Database Definition and SOS Source Code from the NDBC SOS website: http://sdf.ndbc.noaa.gov/sos/software/.

The SOS server is written in PHP and is assumed to be installed in the ‘sos’ directory.  This script parses either a GET request with arguments or a POST request with an XML body, verifies the parameters are correct, accesses the database to retrieve the requested information and returns that information as a SOS response in the appropriate XML format.  When exceptions are encountered an XML encoded exception report is returned per OGC standards.

This script requires PHP 5.x along with the mysqli and XML modules.  This script is named server.php.  The script requires a database configuration file and some constants that must be changed to suit your installation.  This is discussed in section 6.3.
6.1. SOS Server Installation 
The following instructions assume that the software is to be installed in the /var/www/html/sos directory.  Change the instructions accordingly if you are using an alternate location.

· Create the /var/www/html/sos directory.
· Untar ndbcsos.tgz to /var/www/html/sos/.
· Edit dbinfo.php as discussed below.  This file is located in the php_include_path directory in the distributed software.
· Edit constants in server.php as discussed below.

· Ensure that the obs_json_style.kml file is located in the same directory as the server.php file.  This KML file contains the style information and javascript required for the KML output.

· Ensure that the dbinfo.php file is located in your PHP include path.  By default the script looks for it as sos/dbinfo.php anywhere in the PHP include path.  This file should be located outside the web document root.

·  Restart apache if your configuration has changed as part of this install.
· Test
· Modify the script constants or dbinfo.php if still needed.
6.2. dbinfo file
This script requires a file named dbinfo.php in the PHP include path.  This file must contain an associative array defined as follows:

$dbinfo = array('sos' => array('host' => 'hhh', 'db' => 'sos', 'user' => 'uuu', 'pw' => 'ppp'));

where ‘hhh’ is the hostname of your databse server, ‘uuu’ is a read-only mysql user account for this database and ‘ppp’ is the password for this read-only account.  If your database is not named ‘sos’, modify the ‘db’ entry accordingly.
6.3. server.php constants
There are a number of constants at the front of the script that must be changed for your installation.  These constants are explained below:

DBID – This is the id of the database entry in the dbinfo array (the first ‘sos’ in the example in 6.2.
NID_URN – This is the namespace identifier portion of the URNs for stations, sensors, networks and features of interest in the SOS server.  Until the working group decides other wise, this should be left as ‘ioos’.
NID_URN_PATT – This is the NID_URN with special characters escaped for use as a pattern in regular expression matching to verify input arguments.  Do not change this constant.
ORG – Name of your organization.

ORG_ACRONYM – Abbreviation or acronym your organization goes by.

ORG_URN – This is value is used in the organization portion of the URNs generated by the SOS server.  This is typically your ORG_ACRONYM in lower case but may differ.
ORG_URN_PATT – This is the ORG_URN with special characters escaped for use as a pattern in regular expression matching to verify input arguments.  Do not change this constant.
ORG_URL – fully qualified URL of your organization’s web site.

TITLE – This is the title of your service as you wish it to be reported in the ServiceIdentification section of the getCapabilites response.  It defaults to your organization name plus ‘ SOS’.
SOS_URL – This derives the URL of your SOS server from the PHP environment variables for use in the getCapabilities response.  Do not change this constant.
ABSTRACTTEXT – This is an abstract describing your service as you wish it to be reported in the ServiceIdentification section of the getCapabilites response.  It defaults to your TITLE as defined above.
KEYWORDS – This is a comma separated list of keywords you wish to include in the keywords section of the ServiceIdentification section of the getCapabilities response.
INDNAME – This is the name of the person you wish to designate as the primary contact in the ServiceContact section of the ServiceProvider section of the getCapabilities response.  If omitted, set constant to null.
POSNAME – This is the position name of your primary contact (see INDNAME).  If omitted, set constant to null.
PHONE_VOICE – This is the voice phone number of your primary contact (see INDNAME).  If omitted, set constant to null.
PHONE_FAX – This is the FAX phone number of your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_STREET – This is the street address of your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_CITY – This is the city name for your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_STATE – This is the state name for your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_ZIP – This is the postal code for your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_COUNTRY – This is the country name for your primary contact (see INDNAME).  If omitted, set constant to null.
ADDR_EMAIL – This is the email address for your primary contact (see INDNAME).  If omitted, set constant to null.
CUTOFF – This is a cutoff date (set to six hours at NDBC) for what is considered current data.  Any ending date greater than this cutoff value will be reported as ‘now’.  The constant is formatted in year month day hour minute second order to facilitate simple string comparisons.
SRSNAME – This constant specifies the URN of the coordinate reference system to be used for reported positions in the SOS response.  It defaults to “urn:ogc:def:crs:epsg::4326”.


